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Introduction
In the MLA-CCCC Joint Task Force on Writing and AI Working Paper: Overview of the Issues, Statement of Principles, and Recommendations, our task force provided guidance on generative AI (GAI) tools,
particularly large language models (LLMs), which are rapidly proliferating, changing, and increasingly being used in a variety of settings. For instructors in the affiliated fields within writing, language, and literature studies represented by the Modern Language Association and Conference on College Composition and Communication, a chartered conference of the National Council of Teachers of English, these tools raise
a number of practical and existential questions: What do they mean for the research, writing, and reading goals we set for students’ research and writing—and for our own scholarship? What constitutes ethical uses of these tools and what does not? How do they complicate our understanding of core textual beliefs about authorship, originality, and intellectual property? In our first working paper, we aimed to help facilitate conversations about these questions at the local level by providing a big-picture look at the risks and benefits of GAI and recommending principles to guide educators’ approach to these tools.
Sound policy development is the focus of this second working paper. A well-drafted policy acts as a touchstone, enabling stakeholders to enact practices that are equitable and that hold those who are affected by the policy accountable for their choices (of course, policies can also be weaponized, used to surveil and punish). At educational institutions, policy gets created and implemented by people at various levels—across the institution, within programs and departments, and by individual instructors—and must therefore be flexible enough to accommodate a range of needs. When establishing policies on GAI use in classrooms in particular, it is imperative to consider how any given policy will impact students’ and teachers’ lived experiences with writing, reading, language, and digital technology. Policy that fails to recognize that GAI tools are constantly evolving and that therefore misunderstand that their influence on learning and teaching will shift may have unintended consequences that undermine the goals of education: critical inquiry and problem-solving through knowledge making and composed knowledge.
Professional organizations like those we represent don’t set campus policy, of course, but offer guidance on it. Here, that is what we aim to do, using example scenarios to help inform policymakers about the most important considerations for setting policies for GAI in instructional settings in our fields. In section I, we discuss strategies for developing shared approaches to GAI among the institutional, department, and
individual-class levels. In section II, we lay out principles and processes for implementing policy. In section III, we offer faculty-specific guidance for using GAI. In section IV, we identify important questions to consider when developing policy in six key areas where GAI policies will affect writing, language, and literature instruction. Although GAI presents thorny questions and no single approach will be right for everyone,
we hope this working paper encourages thoughtful, nuanced policy decisions that invigorate trust in the academic integrity of students.
© Modern Language Association of America and Conference on College Composition and Comunication


I. [bookmark: I._Adopting_Tiered_Policy_Language][bookmark: Scenario_1][bookmark: _bookmark1]Adopting Tiered Policy Language
Scenario 1
In a meeting of a campus-specific group working on AI practices and policies, it becomes clear that the dean from a powerful unit on campus is providing a significantly different (and more permissive) direction to a group of students than other units on campus. The dean informs the larger group that students using GAI tools for all the stages of the writing and research process is “no different than visiting the writing center and working with a tutor.” What are some ways forward in this situation?
GAI will impact all fields in which we teach and research, so it is important that AI policy in educational contexts is adaptable to various disciplinary frameworks and applications. There’s an evolving discussion in academic integrity studies around the limits and reach of institution-wide AI policy (McDermott; Razi and Razı). Many academic integrity scholars are realizing that generative AI policies must have a tiered structure—for the classroom, the program, and the institution. This will allow flexibility as faculty members foster acquiring AI literacy skills while protecting assessment practices that require a “no AI” policy. The difficulty in implementing such a nuanced policy approach will be, of course, a lack of clarity for students, faculty members, and members of the support staff like tutors. In addition, multiple policies on GAI across the various levels of an institution may conflict with one another, leaving students unsure of what critical AI
literacy practices are essential for critical inquiry and problem-solving. Policies may restrict some groups of students over others or limit who can access GAI on university or school district devices. This inconsistency may perpetuate educational stratification, where some populations are better equipped to ethically and strategically use GAI over others. Policies, then, not only shape academic integrity practices but also grant power and privilege according to students’ and teachers’ positionality (Jones et al.).
We encourage readers to recall the purpose and goal of higher education and align policies with those reasons. In other words, design policies on GAI use that support higher education as a liminal space for discovery, play, and experimentation. Liminal spaces are where students encounter ideas that challenge their assumptions, prior knowledge, and perspectives and transform their thinking. Students attend colleges and universities not just for skill acquisition but to enter learning environments that invite them to perceive and engage with the world differently. Participating in critical inquiry and problem-solving leads to these profound learning revelations. GAI, similar to other technologies, may have some role to play in assisting learning, so it is important not to approach these issues with a presumption that restriction is always the best course.
Because of this, we recommend that AI policy be negotiated, decided, and enacted within the three separate but cross-influential domains of an institution mentioned earlier: institutional, program and department, and individual instructor. When we use the term tiered policy language it is not to imply hierarchy of one policy over another but to indicate that each domain of negotiated guidance must remain aligned (noncontradictory). The simplest way to achieve this is for policy language to become progressively broader as the group covered by the policy grows larger and more diverse in its aims and contexts.
Across all these domains, we recommend that decision-making processes should be inclusive of all groups that are affected by GAI policies (including, for example, first-generation students, marginalized
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[bookmark: Institutional_Level][bookmark: Program_or_Department_Level][bookmark: Individual-Class_Level][bookmark: _bookmark2]or historically excluded groups, disabled students, graduate teaching assistants, non-tenure-track faculty members or lecturers). For example, disabled students and English-language learners may find reading and comprehending easier with the assistance of artificial intelligence summarizing texts. Policy needs to be informed by conversations with faculty members and students who can speak to these issues from their lived experience. Their input will ensure that inequity is not encoded into policy.

Institutional Level
At this level, institutions provide the broadest AI policy with definitions and guiding principles. The standards of conduct should integrate language about GAI use into existing academic integrity policy, placing AI under that umbrella of enforcement and implementation. However, this approach should respect academic freedom and faculty governance. Academic or classroom-focused issues should be under the purview of faculty governance groups like faculty senates.

Program or Department Level
To provide individual faculty members with the context and guidance they need, program or department leaders are encouraged to craft advisory documents around AI, giving direction to faculty members, which might include scenarios, sample syllabus language, and narrowed principles of ethical use based on the specifics of the discipline. To craft this guidance, program or department leaders may examine emerging scholarship about how AI is being used in their field, solicit feedback from students and faculty colleagues, and seek out recommendations from professional organizations, such as are found in this working paper. We recommend these program or department guidelines be reviewed regularly and revised if necessary, especially in response to how companies continue to evolve GAI’s capabilities.

Individual-Class Level
The individual-class level is where enforceable policy needs to be clearest and most detailed for both students and faculty members. Teachers should craft GAI policy tailored to the assignments on their syllabi that aligns with their institutional and department guidelines but may include detailed instructions about limits, uses, and purposes of AI. Policies are not necessarily duplicated but must be responsive to the following areas of faculty autonomy:•

Class Types. For example, a biology lab, a computer programming course, a literature or writing course, a historical research course, graphic design and multimodal courses, or distinct types of courses even within the same department or program may necessitate different approaches.•

Classroom or Instructor. For example, an introduction to literature class or first-year writing with multiple sections taught by contingent faculty members or graduate teaching assistants should be mindful of their labor when authorizing GAI. Faculty members who allow the use of GAI should
clearly state the parameters on acceptable use (e.g., “Generative AI may be used under the following conditions . . . ”).


[bookmark: II._Principles_and_Process_Consideration][bookmark: Scenario_2][bookmark: Principle_1:_Policies_must_keep_academic][bookmark: _bookmark3]Assignment-Specific Policies. An instructor might make it acceptable to use GAI tools for some assignments (or parts of some assignments) and not others. For example, an instructor may add badges or icons to assignments that indicate different permissions of AI use.•

Over the next year, colleges and universities are encouraged to craft broad GAI policies that emphasize context-specific parameters, transparency, reflection, and ethical acknowledgment. We emphasize that the levels described above should be in collaboration with each other to complement policies.

II. Principles and Process Considerations for Implementing GAI Policies
Scenario 2
You are a leader in shared governance at your institution. Your campus executive leadership at what is a technology-focused institution is “full steam ahead!” on AI tools—for research, writing, coding, and nearly every aspect of possible use. At the same time, you know from your governance work that faculty members, students, and staff members are all at very different levels of knowledge, competence, and disposition around adopting AI tools. What are the right steps to move the conversation forward?
There is no question that addressing responsible and ethical use of GAI in academic spaces requires both a granular attention to areas of our work and also general principles that can guide us in those situational decisions. In this section, we outline three essential principles that can serve as torchlights to
assist institutional-level, program- or department-level, and individual-class-level approaches to GAI. These principles are not meant to supplant existing policies and procedures; nevertheless, they can be additives to these policies.

Principle 1: Policies must keep academic integrity, learning outcomes, and the teacher-student relationship at their core.
A GAI policy based on learning outcomes focuses on the outcomes sought by specific writing assignments and whether the use of AI supports or subverts these outcomes. Thus, goals and outcomes should be expressed clearly in the course syllabus, writing projects and assignment prompts, and rubrics used to assess either the stages of the project or process or the final product. When composing writing projects and assignment prompts, instructors should reflect on the pedagogical goals for each assignment and whether the goals warrant or prohibit the use of GAI in the various stages of the assignment. Instructors should therefore consider how students will disclose their use of GAI within the stages. Additionally, instructors should consider allowing the use of AI in areas that are not part of the learning outcomes for the assignment.
In this principle, we encourage teachers to think carefully about what the underpinning learning goals are for the assignment, which aspects of the assignment can be completed effectively by a GAI tool, and how or where in the process students might be given the option to use the tool. At the foundation, learning tasks should align the learning goals with the activity. For example, an instructor who wants students to use free-writing (independently) for practicing invention should align the learning goal (for students to build their

[bookmark: Principle_2:_GAI_policies_should_reduce_][bookmark: _bookmark4]cognitive, metacognitive, and imaginative tools as writers) with the GAI expectation (students should not use GAI for this task). In contrast, an instructor might want students to practice using all possible tools for
organizing their existing content into a coherent text and might suggest a variety of resources, depending on the students’ comfort level (writing center tutor, a GAI tool, peer conversation, instructor conference) to help them organize their thinking.

Principle 2: GAI policies should reduce harm (to students, to academic integrity, and to the educational mission) while keeping educational development at the center. Policies should support the development of critical AI literacy rather than resort to blanket restrictions on access.
The use of GAI can be governed by existing academic integrity policies, but the advancement of GAI capacity over current online resources means that they do not map directly onto existing policy. For example, using a GAI tool to help organize content, to learn about possible counterarguments to a position they are advocating in a persuasive paper, or to help format a citation works differently in GAI than in a simple Google search. In this way, we encourage instructors and policymakers to focus on policies that advance learning and that do not inflict harm on students (e.g., with harsh failure policies or permanent impacts on their academic record) or that impede students’ ability to develop critical AI literacy (e.g., a complete ban on GAI tools).
The primary goal of academic-integrity-based policies is to determine whether the use of AI is allowable or violates institutional academic integrity policies. The recommendations found throughout this working paper align with the guidelines from the International Center for Academic Integrity, but, first and foremost, instructors should be familiar with their own institutions’ policies to ensure students are being treated fairly.
We note the extreme difficulty of proof given the unreliability of GAI detection software and the various workarounds that are possible for a person determined to use GAI without acknowledging it. Here it should be helpful to turn to the institution’s existing ways of handling academic integrity situations where violations cannot be proven absolutely. We urge reflection on why the proof is necessary and whether there are other, nonpunitive approaches that support learning and academic integrity but do not require proof, such as the suggestions outlined later in this paper for meeting with the student.
Additionally, faculty members must cultivate their pedagogical principles and professional expertise instead of deferring to technological assessments that may be flawed. Although faculty members should not be expected to always be able to distinguish AI text from student writing, their expertise and pedagogical practices should be valued components of their approach to academic integrity. Faculty members’ concerns about their students’ reading, writing, and thinking skills should always be central to discussions of accountability and academic integrity. In large survey courses when TAs are needed to evaluate student writing, TAs should be empowered to communicate their concerns to students and lead faculty members if there is suspected GAI use.
Finally, faculty members must cultivate their own knowledge and expertise in GAI tools. Refusing to engage with GAI helps neither students nor the academic enterprise, as research, writing, reading, and other companion thinking tools are developing at a whirlwind rate and being integrated into students’ future

[bookmark: Principle_3:_Tools_for_detection_and_aut][bookmark: Detection_Programs][bookmark: _bookmark5]workplaces from tech firms to K–12 education to government offices. We simply cannot afford to adopt a stance of complete hostility to GAI: such a stance incurs the risk of GAI tools being integrated into the fabric of intellectual life without the benefit of humanistic and rhetorical expertise. Consider, for example, that blocking particular websites like ChatGPT through technology restrictions is looking less and less viable at the college or university level.
Likewise, faculty members must examine their own implicit biases and assumptions about the relationship between language and identity, taking care to avoid making negative assumptions about marginalized writers on the basis of academic writing. Literature across a number of disciplines has shown that international students and multilingual students who are writing in English are more likely to be accused of GAI-related academic misconduct (Tzanni; Foltýnek et al.; Weber-Wulff et al.). The problem is twofold.
Studies have shown that GAI detectors are more likely to flag English prose written by nonnative speakers (Liang et al; Weber-Wulff et al.), but even faculty members who do not use AI detectors should be aware that suspicions of misuse of GAI are often due to complex factors, including culture, context, and unconscious “native-speakerism” rather than actual misconduct (Tzanni).
This effort poses significant challenges, however. Program directors and instructors may not have the resources or funding for such professional development. Units and university administration should invest in professional development for instructors and offer stipends for their time and labor. In addition to planning trainings, however, they may want to support more immediate collaborative grassroots professional development efforts. For example, institutions could fund instructor communities of practice that meet each month to share resources and experiences with GAI in their classrooms and read scholarship on GAI in their discipline. Although GAI evolves quickly, we suggest holding to principles of small teaching (Lang; Darby and Lang). Do a few things well rather than several things poorly.

Principle 3: Tools for detection and authorship verification in GAI use should be used with caution and discernment or not at all.
In a variety of institutional settings, some educators and decision-makers are turning to accountability tools that claim to provide either verification of a writer’s process of composition or detection of percentages of GAI usage within a text.
DETECTION PROGRAMS
Because detection software is inherently flawed and can be easily fooled (Thompson and Hsu), colleges and universities must be mindful of the power that instructors and administrators relinquish when detection software is used uncritically to evaluate GAI within student writing. The fallibility of detection software, like Turnitin, creates a number of opportunities for vulnerable student identities to be profiled and accused without serious consideration of process, source evaluation and synthesis, or development of student reading and attribution practices (Coley; “How”).
Even systems that are tested and trusted for accuracy can be evaded through software designed to mediate the detection of AI language and phrasing. Many students are already aware of how to run AI content through paraphrase or translation software. Additionally, many second language and multilingual students

[bookmark: Verification_Tools][bookmark: _bookmark6]already use such translation software to aid their adaptation to academic forms of writing. They may be flagged for using online translation tools that are essential to their acquisition of academic writing literacies.
College and university administrators should be aware of and should make faculty members aware of the limitations of these detection tools before recommending them for college-wide use. Administrators and faculty members must be aware of the number of false positives and false negatives these detection tools report. Additionally, professional development on these detection tools should be ongoing as the advancement of technology will be ongoing.
For those who decide to use AI detectors, please consider the following questions: What steps have you taken to substantiate a positive detection?•
•

What other kinds of engagement with the student’s writing affirms your decision to assign a failing grade outside the AI detector’s claim that the text was AI generated?
Further, decisions about educational technologies should prioritize educators’ input over the vendors providing these services. Using new technologies to surveil students without first getting their consent and testing these tools violates students’ rights and sense of autonomy in classrooms. Educators may differ on what constitutes surveillance and what constitutes appropriate observation of the student learning process. Nevertheless, educators should always aim to reduce harm to how students can learn and grow using these technologies.
In addition, any new technological approaches to academic integrity should respect legal, privacy, nondiscrimination, and data rights of students. Any sharing of student writing with a company should at a minimum comply with students’ rights under FERPA. That includes scenarios where teachers are assigning students to submit their work to large language models like ChatGPT or Google Gemini (formerly Bard), and it also includes software designed to help the instructor verify that students have written the work they have submitted, such as AI text detection and writing process tracking software.
VERIFICATION TOOLS
In section I, we noted the value of policies oriented toward the writing process. Assessment practices that rely solely on evaluation of a discrete finished product are particularly vulnerable to abuses of GAI. Thus, programs and faculty members are encouraged to design assessments that measure progressive steps toward learning and mastery. In addition to assigning steps in the writing process, many are turning to version-tracking software to create transparency around the process and help verify that a student wrote text. Beyond Google Docs or Word version history, browser extensions and stand-alone apps are proliferating that report on the copy and paste history, time spent, and revision history of a document.
This approach raises questions about student consent, privacy, and data use. Educators have begun to debate this practice; some consider it a form of excessive surveillance. Others see it as akin to viewing staged writing process assignments or proctoring in-class writing. We offer the following recommendations:•

Any software used for process tracking should be vetted for FERPA compliance and noncommercial use of student writing data.


[bookmark: Scenario_3][bookmark: _bookmark7]Students with alternative-writing-process preferences that involve other apps or handwriting may use copy and paste for legitimate reasons, so we urge that any policy involving process-documentation software accounts for accessibility and alternative-process options.•
•

We also urge recognition of the fallibility of this method. For example, a student could simply retype an AI text and insert revisions (or ask the AI for revisions to retype), and this would be undetectable through the process-observation software. Even though this method can be circumvented, we recognize that it may contribute to harm reduction. It may reduce the incidence of abuse of GAI because it makes unacknowledged GAI use logistically more difficult than simple copying and pasting.•

Where possible, any use of document-history-tracking software should be combined with pedagogical practices that encourage students to reflect on their writing processes.
Scenario 3
You’ve long used an annotated bibliography assignment as part of a research project, and this semester you’re concerned that it will lend itself to being easily completed by a GAI tool, robbing students of the opportunity to practice their research, critical reading, and analysis skills. You also worry that it will take more time to assess the originality of student work. You wonder just how you’re supposed to help your students develop these skills when so much of what you used to ask them to do seems to be “broken” by AI tools.
How can faculty members address cases in which they suspect students have used GAI in an academically dishonest way? An instructor who suspects students have “cheated” on an assignment by using GAI needs to determine whether there is academic misconduct. Given these concerns, we recommend the following:•

Meet with students in a spirit of supportive, collaborative inquiry into their process, their learning, and the barriers they face.•

Try to remain open and curious and focused on moving forward to maximize the students’ learning.•

Clarify what path forward you will offer students if indeed they did turn in text that was not their own and not labeled as produced by using GAI.•

Ask students to describe their process in concrete terms.•

Ask students questions about the ideas expressed in the writing and their choices as a writer. Remind students of the goals of the assignment and your desire that they get the most out of it.•
•

Acknowledge the gray areas and sense of uncertainty given the newness of and rapid change in AI systems.•

Consider clarifying in the syllabus policy from the beginning how you will proceed if you suspect unacknowledged and unauthorized use of GAI.

[bookmark: Reflections_on_Principles_and_Process_Co][bookmark: III._Policies_for_Faculty_Use_of_GAI][bookmark: Scenario_4][bookmark: _bookmark8]Reflections on Principles and Process Considerations
The MLA-CCCC Task Force recommends an approach to implementation and execution of policies (as guidance or consequences) that balances accountability with education. Policies that are developed consultatively throughout the institutional spaces (whether a senate, department, unit or office, classroom, etc.) will more effectively serve those who are governed by them. Institutions should consider some of the following questions as they develop their approach to policy writing:•

Does this practice or policy affect some groups differently than others? Does this practice or policy support accountability?•
•

Is this policy just? Does it disproportionately affect groups or individuals by material inequity, linguistic diversity, labor conditions, or other categories of identity?
First, we recommend that faculty members keep in the forefront of their minds the possibilities that•

our own intuition about what text is AI generated is fallible, especially given the complexity and changing capacities of AI systems;•

our judgment may be unconsciously biased against marginalized groups of students such as English language learners, students with disabilities, students who speak variants of English or seem not
to have mastered Standard English, racially marginalized students, low-income students, and other groups;•

software used to help instructors identify unacknowledged GAI, such as detection software or even software that attempts to verify human authorship, in most cases has not undergone peer-reviewed tests for bias against particular marginalized student groups. There are studies, however, that suggest some systems do indeed wrongly flag marginalized students’ work as AI disproportionately; and•

some kinds of AI usage that seem obvious are not likely the only cases; students who are more technologically savvy and more privileged in other ways may be more likely to find ways to evade detection and to simulate patterns of student writing.

III. Policies for Faculty Use of GAI
Scenario 4
In a meeting of the department faculty, a graduate student representative of the student organization raises their hand during a discussion of AI tools and policies. They say that several of their fellow graduate student colleagues have approached them with a suspicion that faculty members are using large language models like ChatGPT to assess and respond to their submitted assignments. They feel frustrated and hurt that faculty members are “not treating their work with respect” and that their work has been submitted without their permission to a commercial tool.
Using artificial intelligence to evaluate student work (i.e., high-stakes exams and essays) has been a decades-long debate in the humanities (Herrington and Moran). Automated evaluation is already used for written portions of standardized tests (Jargon). A key measurement of automated evaluation’s effectiveness

is how well it aligns with human judgments. Research has shown that the results of these technologies vary. For example, some recent studies have shown that using automated feedback may help improve teachers’ instructional practice (Demszky et al.); however, another recent study suggests that while automated feedback seems effective (aligned with human judgments), they “[indicate] that the use of automated feedback tools cannot be understood as a single consistent form of intervention” (Fleckenstein et al. 1). In addition, automated writing evaluation tools may themselves continue to perpetuate linguistic bias based on their received training data.
It is useful here to separate the question of evaluating quality to assign a grade from the question of providing feedback that supports a student’s development as a writer. Any consideration of the use of automated feedback must take into account not just accuracy of the feedback but also the effect on students knowing that the feedback comes from a machine and how that affects the student-teacher relationship.
A known pedagogical reality is that the relationship with the teacher affects students’ learning of writing. Trust and transparency shapes how students value composed knowledge, and automated feedback may undermine the significance of the instructor’s teaching through comments.
We must also think about the impact of any automated feedback on the credibility of framing writing as meaningful communication between humans. If we are framing academic writing as an invitation to students to join a larger ongoing conversation, then providing human readers, including the teacher and peers, who respond and make meaning out of the text is essential.
Just as deploying GAI for critical inquiry and problem-solving requires careful evaluation from the human user, deploying artificial intelligence for feedback requires careful evaluation by instructors. Formative automated feedback might be offered to students as a supplement to instructor and peer feedback. Under instructor supervision, engagement with automated feedback might be used to further critical AI literacy.
In some cases, automated feedback may be a useful starting point for effective instructor summative and formative assessments. Nevertheless, institutions and departments should create policies that describe how faculty members may use artificial intelligence in their instructional practice. These policies should provide explicit guidance and caution on the claims and offers from educational vendors of AI-infused tools that they provide better, effective, and faster feedback on students’ learning. The policies should also draw on and be consistent with institutional policies on acceptable use of technology and faculty codes of conduct.
These questions may persist as more of these AI-infused tools continually develop: Will automated feedback reflect linguistic bias? How will feedback systems test for linguistic bias in advance of their use? Our professional organizations have established standards and guidance through documents like the Conference on College Composition and Communication’s “CCCC Statement on White Language Supremacy” (2021), Students’ Right to Their Own Language (initial approval in 1974), “This Ain’t Another Statement! This Is a DEMAND for Black Linguistic Justice!” (2020), and “CCCC Statement on Second Language Writing and Multilingual Writers” (initial approval in 2001). We affirm the importance of dedicated human attention to the ways algorithms can flatten discourse, homogenize language, and stigmatize certain dialects of English, much to the detriment of the vibrancy of linguistic diversity (see Rettberg).

[bookmark: Use_of_GAI_for_Preparing_Course_Material][bookmark: _bookmark9]Use of GAI for Preparing Course Materials
There are a host of other purposes for which faculty members may desire to use text generation technologies. Many influencers and ed tech companies are currently urging teachers to reduce their workload and improve their teaching by using GAI for instructional design, lesson planning, discussion questions, examples, syllabus language, and other course materials. We note that guidelines for such use may be different than for student feedback. However, the principles below may be useful in guiding development of both kinds of policies.•

Transparency. We affirm transparency as a central principle for any faculty use of AI. To support the fundamental academic values around source citation, we must be able to reassure students that we will let them know if any text we present to them is generated using AI or not. If we do use generated text and label it as such, we should be ready to explain to students why that use of GAI is appropriate in context and supportive of their learning.•

Fairness and Context. In the spirit of the ideal of moving toward common communities of knowledge-making, we recognize that perceived double standards could negatively influence the learning environment and student motivation, if, for example, students were banned from using AI but faculty members were allowed to use it broadly. At the same time, we recognize that the policy around student writing must be informed by the purpose of that writing: student learning. Policy
around faculty members writing may differ depending on the context and purpose of that writing. The core question must be how faculty use of text generation would affect student learning and whether it substitutes for writing where human authorship and intention are important. For example, if a faculty member uses a language model to draft a sample essay to illustrate a point, that is a context where the authorship or intention of the essay might not be critical; students learn from the way in which the text illustrates a particular concept.•

Tiered Policy. Just as a tiered structure from institutional to department to class level is appropriate for student-focused academic integrity policies, such a tiered structure is needed to address the contexts that should inform policy around instructor use of GAI. Different guidelines may be more appropriate for automated feedback on lab reports, for example, than for automated feedback in first-year composition courses.•

Inclusion. At all of these levels, we urge collaborative decision-making inclusive of all stakeholders, including non-tenure-track faculty members, faculty members with disabilities, and faculty members who are marginalized for other reasons.•

Labor. Such decision-making and discussions should include explicit discussion of labor concerns that inform educator interest in using GAI. Faculty workload affects the amount and quality of feedback faculty members can give.•

Education. Discussion and education about emerging faculty practices involving AI and their possible benefits and harms to students will be essential. Investment in faculty professional development around critical AI literacy is critical to productive and meaningful policy formation.

IV. [bookmark: IV._Considering_GAI’s_Impact_on_Key_Poli][bookmark: _bookmark10]Considering GAI’s Impact on Key Policy Areas
In this section, we identify six key areas that GAI policy will affect, first summarizing each of these relevant areas and then advancing questions for further thinking that readers can consider as they are developing policy.•

Multilingualism. All students should be allowed to use the dialects that represent their identity, style, and culture in English language classrooms, as argued fifty years ago in the Conference on College Composition and Communication’s influential Students’ Right to Their Own Language.
More recently, research into anti-Black language discrimination has considered how the privileging of certain monolingual beliefs about writing eclipses other ideas about language and writing (Alim and Smitherman; Lyiscott). Yet research has shown that many GAI models train on English, and white Standard English more specifically (Ta and Lee). Questions to consider when setting policy: If students have a right to their own voice and language, what does it mean if that voice borrows and adapts from GAI to access and conform to white Standard English? How might policies privilege a particular language or dialect and shape the linguistic practices of students?•

Literacy. Policies should foster user literacy about GAI. While any policy makes implicit assumptions about its target audience, this is particularly fraught when it comes to new technologies. There is
a tendency to assume younger generations are “digital natives” or that they somehow otherwise “naturally” get new technologies, assumptions that are not substantiated by research (Banks; Johnson-Eilola and Selber). But promoting literacy about GAI, rather than assuming students understand it or banning it outright, is essential to helping students use it effectively to learn.
Questions to consider when setting policy: How does the language about access and equity from earlier technological use policies inform more contemporary policy decisions? What effects do banning certain technologies for writing and reading have on disabled students? Moreover, what effects would such a ban have on first-generation or disadvantaged or minoritized students who are often marginalized in shared spaces for digital practice? In what ways does a bias against computer-mediated work and knowledge already affect how GAI policies will be made and used?•

Surveillance and Policing. All forms of surveillance place stress and pressure on individuals. AI technologies and language surveillance present a particularly complex situation. Placing students under a high-pressure surveilled writing situation can create negative feelings toward the writing process and undermine investment in transparency. Questions to consider when setting policy: Should student learning be observed through real-time writing efforts to verify authorship? How important is it for students to be authors of original work versus proficient users of GAI writing tools? Should GAI policies be adapted for whether they are being effectively used (one way of measuring learning) versus whether they are used at all as a matter of ethics and integrity? How
have previous digital and writing studies, discussions of privacy, and punitive surveillance anticipated this discussion? How have studies regarding vulnerable populations addressed the issue of erasure within writing and cultural rhetorics? What do policies and practices based on surveillance and policing say about our baseline trust of students to do the work? What do they reveal about our own imagined relationship to our students and our role in their education?


Intellectual Property. Artists, writers, and scholars—human beings who think, have emotions, and respond to lived experiences—have drawn upon cultural stores of preexisting materials for centuries to engage one another in thinking about their world, both intentionally and through unconscious influence. Indeed, research in the late 1990s on originality, copyright, remixing, reusing, open•

source software, and free access to cultural artifacts challenged notions of intellectual property championed such uses (Buranen and Roy; Haviland and Mullin; Lessig; Schwartz; Thomas and Sassi; Vaidhyanathan). However, GAI is not a human being. Questions to consider when setting policy:
In what ways have emerging IP issues around GAI been seriously considered by writing program administrators and other administrative officials? How do institutions that ban collaboration in their campus-wide integrity policies approve of departmental policies that embrace some use of GAI as “authorized collaboration”?•

“Good” Writing. Scholarship on assessing what counts as “good” writing has, over the last several decades, complicated the assumption that “good writing” equals conformity to a standardized version of English (see Poe et al., “Legal”; Poe and Cogan; Poe et al., Writing Assessment; Vee).
Researchers recognize that the ability of a writer (human or artificial) to produce prose according to standardized English is neither necessary nor sufficient to call a text “good.” GAI technologies are not only displacing writing professionals in many careers (including translation, journalism, and law) but also affecting how writers feel about ownership of their writing, internalize conventions, and express creativity (Baron, “AI” and Who). In a 2023 column in Inside Higher Ed, for example,
Jonathan Alexander points out the rich and purposeful place of language and writing, arguing that these are opportunities for learning to which students are entitled. Writing gives students intellectual and creative opportunities to develop and play while preparing them for careers that one day, if not already, may require skill with artificial intelligence. Questions to consider when setting policy: What counts as knowledge and learning at the higher educational level? How has writing been used to structure social relationships and access to institutional resources, as opposed to being both a site and a practice for learning?•

Writing as a Process. Policies that simply assume a binary approach to restricting or permitting GAI thus risk not taking account of the realities of the writing process. This is because writing is most productively learned as a process rather than a product, as research in the field of composition has long confirmed (Emig; Perl; Sommers; Ede and Lunsford). If the process begins in the mind of the originating author, it continues through multiple iterations of drafting, feedback, revision, and eventual publication or evaluation. Questions to consider when setting policy: If a given policy prohibits GAI for particular phases (e.g., invention, feedback) but allows it for others (e.g., planning, revision), how does this inconsistency impact students? How can policy language acknowledge that these processes
are not necessarily linear or uniform? What limitations should be placed on the visibility of stages in the process, so that students have a sense of autonomy when they reflect on cumulative progress over time? How can the academic labor invested in the writing process be a subject of classroom discussion?

[bookmark: Conclusion][bookmark: Acknowledgments][bookmark: Works_Cited_and_Consulted][bookmark: _bookmark11]Conclusion
As a framework on policies and practices, this document continues an ever-growing conversation about the ethical and educational uses of AI tools, specifically GAI at colleges and universities, including within programs, departments, and individual classrooms. The MLA-CCCC Task Force endeavors to provide reasonable approaches to this complex reality. We know institutions are wrestling with the realities of GAI. Institutions hope to find the right approaches that align with the goals of higher education, the value of academic freedom, and the passions and curiosities of students who come with their literacies, insights, and questions. In this light, we have created what we hope will be a living document that sharpens and shapes administrators’ and instructors’ understanding of how GAI policy can be applied at their institutions and within their classrooms. Equally important, we recognize that GAI comes out of social context and is not going away. We want to fully comprehend and transparently adapt to this context, knowing its complexities and uncertainties. We hope that these guidelines and recommendations help our colleagues develop policies around AI.
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